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A Limb Compliant Sensing Strategy for Robot
Collision Reaction

Colin Miyata, Kyle Chisholm, Jennifer Baba, and Mojtaba Ahmadi, Member, IEEE

Abstract—This paper introduces a compliant limb sensor
(CLS) concept for collision detection during robot–human
contact. The CLS consists of an external rigid shell com-
pliantly connected to the robot link with collision inferred
from measured shell displacements. Measuring displace-
ment of a rigid shell allows customizable compliance and
high sampling rates due to the small number of required
sensors. The proposed sensor is prototyped for the planar
case using LED/light-to-voltage (LTV) sensors for shell pose
measurement and foam as the compliant link between the
shell and base. A physically motivated model for the output
of LED/LTV sensor pairs is formulated for the estimation of
the shell pose. Voltage measurements of redundant LTVs
and a calibrated shell model are used with an iterative opti-
mization routine to estimate the shell pose at high frequen-
cies. Sensor performance is tested using five trajectories:
rest, compression, shear, rotation, and arbitrary motion. Ex-
periments confirmed that the CLS can sense the presence,
direction, and intensity of impact. The potential application
of the proposed sensor to safety in physical human–robot
interaction is discussed. The novel sensing methodology
also enables a new method of 3-D human–computer in-
teraction due to the ability to modify the compliance and
operating range of the CLS.

I. INTRODUCTION

W ITH advancing robot technologies, new applications in-
volving physical human–robot interaction (pHRI) are

becoming possible. Due to the shared workspace of the robot
and user, unexpected robot–human collisions cannot be avoided
[1] and are capable of harming the user [2]–[4]. Notably, unex-
pected collisions in the emerging fields of lower-limb rehabili-
tation robotics [5] and human robot comanufacturing [6] pose
significant safety concerns due to the strength of the devices.
Robots must ensure safety during unexpected collisions.

To prevent injury during unexpected collisions, robots must
be capable of rapidly detecting collision while offering suitable
mechanical compliance to mitigate injury. Collision detection
allows control strategies to avoid the point of collision while me-
chanical compliance delays and minimizes peak impact forces
[7]. Model-based collision detection using joint torque sensors
[8] and structural compliance in the form of compliant links
[9] and joints [10]–[12] have been proposed. Unfortunately, in
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high-torque applications, the relative size of collision forces
compared to actuator torques can hide the collision in modeling
error [1], while structural compliance limits the control band-
width of the robot [12], [13]. An alternative strategy aims at
estimating the external disturbance by observing the variation
of motor torque using dithering [14], [15]. This method relies
on estimating dry friction and is effective at almost zero speeds
when dry friction is unknown. However, for dynamic maneu-
vers, a good knowledge of robot or actuator dynamics would
still be needed. Joint torque sensor additionally does not de-
tect collisions affecting the null space of the robot motion (null
space of the robot Jacobian). Ideally, sensing for any collision in
any direction, rotational or translational and for every linkage,
should be observable.

Tactile sensing has the potential to offer collision detection
and mechanical compliance while maintaining a rigid and pow-
erful robot structure. Sensors composed of compliant materials
can directly measure forces and deformations along the robot
surface to determine if collision has occurred and the severity
of the impact. As the tactile sensing is added onto the surface
of the robot, the sensors do not significantly affect the mechan-
ical performance of the robot. In addition, tactile sensors can
be used to retrofit the existing manipulators for possible pHRI
applications.

To be used in robot safety, compliant tactile sensor systems
must meet stringent requirements including [16], [17]:

1) low response time;
2) the ability to cover a variety of surfaces;
3) the capacity to absorb impact energy without sensor dam-

age.
A significant effort in the literature has gone to the development
of whole body tactile sensing with these ideal characteristics.
Attempted tactile sensors span a range of transduction methods
including resistive [18], capacitive [16]–[19], and optical [20]
measurements and range from simple force sensitive bumpers
[21] and arrays of fabric switches [22] to complex pressure
sensor arrays employing distributed processing [23].

Over the past decade, the shifting of focus toward safety in
pHRI has lead to the development of numerous safety-oriented
tactile sensors. In an effort to overcome the sampling and wiring
issues of tactile sensor arrays, Battaglia et al. [24] developed
a multilayer sensor consisting of an underlying force sensor
bumper covered by a matrix of push buttons to detect contact
and compliant foam. While offering compliance and measuring
applied wrenches and contact area, the prototype did not develop
the force sensor bumper and the push button matrix suffered a
lack of sensitivity due to the compliant coating. Lamy et al.
[7] developed a robotic skin for safety with industrial robots
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that employed an array of force sensitive resistors covered by
a compliant foam. While achieving high sampling rates, the
sensor displayed a transient response time of 2 ms and hystere-
sis in the sensor output. A foam sensor array with integrated
LED and light sensors was developed to detect 3-D deformation
of soft skin for humanoid robotics [25], but the data process-
ing of the prototype is not effectively characterized and does
not demonstrate reliable sensor information. More recently, an
initial prototype of the DLR artificial skin [26], [27] has been de-
veloped exploiting variable contact electrodes to measure forces
using resistance. The prototype focuses on practical application
to pHRI and has been demonstrated to be scalable, durable, and
sensitive; however, the current setup still faces challenges in
data acquisition and requires development of the transduction
method. Overall, no current tactile sensor is suitable to ensure
safety during pHRI.

Force transduction or touch sensing with a compliant mech-
anism have been investigated for safe pHRI collision detection.
Another approach proposed in this paper is to employ a light-
weight rigid shell connected to the robot with a compliant inter-
face material to provide a deformable point of contact in case of
collision. A minimalistic customizable tactile sensor dubbed the
compliant limb sensor (CLS) is proposed as a practical whole
body tactile sensing for safety in pHRI. If the CLS outer shell
pose relative to each robot linkage is measured reliably and ac-
curately, at high frequencies and low latency, it could effectively
detect and characterize any collision with the robot and provide
some compliance to avoid injury to the user. High compliance of
the CLS allows for higher displacements, which can enhance the
user precision in a 3-D input device and enable safer interactive
robotic systems. Applied forces and moments may be inferred
from the displacements, and either the measured deformations
or the calculated forces and moments can be used as feedback
to respond to collision.

By measuring the displacements of a rigid shell, the solution
reduces the number of required sensors and decouples the trans-
duction from the mechanical properties of the shell. Decreasing
the number of sensors, high sampling rates and improved re-
sponse times can be achieved while avoiding excessive wiring.
As the CLS consists of an external shell with an adjustable con-
nection to the robot link, the sensor can cover an arbitrary robot
link within the constraints imposed by the chosen displacement
sensors. By decoupling the transduction from the materials used,
the proposed sensor allows for customizable mechanical proper-
ties, including viscoelasticity and nonlinear stiffness. It should
be noted that while the material is arbitrary, the use of highly
viscoelastic materials would result in difficulties in modeling
the sensor shell to infer applied forces and moments. However,
displacement can be used directly for feedback and inexact force
measurements resulting from the use of such materials would
still indicate the presence and general severity of a collision.

For measuring the displacements, many commercial sensors
exist, but do not meet the needs of collision in pHRI. Vision-
based motion capture systems such as the Optotrak, PS move,
Wiimote, Kinect, etc., do not meet the need for a high-frequency
(≈ 2000 Hz) compact integrated sensor. Vision systems suf-
fer from the line-of-sight issues, low-frequency operation (20–

Fig. 1. Overall sensor configuration for the compliant shell.

100 Hz), and require external hardware that is expensive and
difficult to integrate with articulated multi-DoF robotic systems.
The 3-D mouse and desktop input devices, such as the Globefish
[28] or 3-D Connexion’s SpaceMouse [29], also employ pose
sensing capabilities. The trackball of the Globefish decouples
linear and rotational DoFs and its large base is not suitable for
a collision event. The SpaceMouse detects small displacements
and estimates 6-DoF pose using optical techniques [29]. The
SpaceMouse contains structural and electromechanical compo-
nents with specific arrangements that cannot easily be scaled to
larger shells that would be intended for pHRI applications. In
the absence of a compact -frequency compliant 6-DoF sensor
with a large range of motion, a novel alternative is proposed
for the CLS in this paper. While the proposed solution involves
more computationally complex algorithms, it is shown that it
can run at high rates, it incorporates simple inexpensive com-
ponents, and is scalable and capable of accommodating larger
range of motion. In light of the applications of the previously
discussed sensing technologies, the new CLS sensing strategy
may also be applicable as a novel 6-DoF position-sensing input
device for interaction with 3-D environments including gaming,
CAD software, virtual reality environments, and teleoperation
of robots [30], [31].

II. PROPOSED SOLUTION

This paper seeks to develop a generalized 6-DoF model and
the proof of concept planar CLS. A schematic of the proposed
sensor is shown in Fig. 1 and Fig. 2 demonstrates the role of
the CLS to deform during and sense a robot–human collision.
The proof of concept sensor consists of a sandwich structure
with three pillars of foam separating the base from the external
plate. LEDs combined with the light-to-voltage (LTV) sensors
were chosen to measure distance. Optical sensors were chosen
for their rapid response time, limited restriction on the motion
of the external plate, and low cost.

The rest of this paper presents the development of the proof
of concept CLS. Section III presents the design of the cur-
rent prototype, while the calibration of the sensor shell model
is described in Section IV. Experimental validation of sensor
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Fig. 2. Proposed use of the CLS during robot–human collisions. A
single CLS is shown for clarity. In actual implementation, the CLS shell
will cover the entire link.

Fig. 3. Proof of concept sensor with labels.

performance is presented in Section V, and Section VI discusses
the applicability of CLS to robot safety.

III. SENSOR DESIGN

A. Sensor Configuration

The CLS prototype is shown in Fig. 3. In between the foam
columns, LEDs were adhered to the external plate and groups
of two or three LTV sensors were adhered to the base. All LTV
sensors and LEDs were placed on a straight line extending
lengthwise along the sensor and the entire sensor was covered
in black fabric to prevent external light from affecting the LTV
sensor measurements. Brackets extending from the external
plate constrain the motion of the shell to translations in the
yz plane and rotation about the x-axis. The rigid plate will
add inertia to the sensor and will offer a stiff contact with the
environment, tending to increase the potential harm to the user.
To mitigate this affect, light-weight materials were used for the
plate and a thin layer of foam was added.

To implement a light-weight elastic member, a triple layer of
extra soft natural gum foam was used. Each column is 1.5 in
tall with a cross sectional area of 1.5 in2 . This material is also
desirable for the nonlinear relationship between force and de-
formation which includes minimal applied force to produce
significant deformation before increasing in stiffness at larger
strains.

B. Displacement Measurement

The displacement and orientation of the sensor is estimated
using the outputs of the LTV sensors and a model of the

Fig. 4. Schematic of variables effecting LTV output voltage.

LED/LTV sensor pairs. The LEDs and LTV sensors used on
the current prototype are Avago Technologies ASMT-QRBD-
AEF0E and TAOS TSL252R, respectively. The detected light
intensity is affected by the configuration of the LED/LTV sensor
pairs through three parameters: the distance between the LTV
sensor and LED (r), the angle of incidence of the LED with
respect to the LTV sensor (θ), and the angle of incidence of the
LTV sensor with respect to the LED (ψ). These parameters are
illustrated in Fig. 4.

To model the light intensity detected by the LTV sensor, the
light from the LED is assumed to spread as a semisphere from
the LED and the amount of irradiance emitted from the LED
and detected by the LTV sensor is assumed to be proportional to
the observed area of the component from the perspective of the
other. The LTV sensor output is proportional to the irradiance of
detected light [32] and is inversely proportional to the diffusion
of light as it travels from the LED to the LTV sensor. With the
assumption of a spherical surface, the LTV sensor voltage would
then be inversely proportional to a quadratic relationship of the
length r between the LTV and LED. The effect of distance r on
the LTV sensor output then takes the form

v ∝ f1(r) =
a1

r2 + c2r + c3
(1)

where a1 , c2 , and c3 are parameters to be calibrated for each
LTV sensor.

With the assumption that the light emitted and detected by
the LED and LTV sensor is proportional to the observed area,
the impact of the angle of incidence of each component can be
determined using the projection of the component onto the plane
perpendicular to the centerline. Noting that the light emitting
surface of the LED is flat and the detecting surface of the LTV
sensor is a semisphere, the impact of the angles of incidence θ
and φ take the form

v ∝ f2(θ) = a2 cos (c4θ) (2)

v ∝ f3(φ) = a3 (1 + c5 cos (c6θ)) (3)

where all a2 , a3 , and c4 ,...,c6 are parameters to be calibrated for
each LED/LTV sensor.

Let η = [r θ ψ]T be a vector of geometric parameters for each
LED/LTV sensor pairing. By taking the product of relation-
ships (1)–(3) and normalizing about a set point, the LTV sensor
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voltage model for an LTV sensor and LED pair is defined as

v = gv (c, η)

v =
c1

r2 + c2r + c3
cos (c4θ) (1 + c5 cos (c6ψ)) + c7 (4)

where c1 = (a1a2a3)/ν, ν is a constant normalizing factor, v is
the voltage output for the LTV sensor, and c = [c1 c2 , · · · , c7 ]T

is a vector of model coefficients, including an offset value c7 . It
should be noted that the current assumptions and, consequently,
the model are not valid when the widths of the LTV sensor and
LED are significant relative to the radius or when the angle of
incidence is large.

C. Sensor Shell Model

The pose of a coordinate frame is denoted by the vector

μ =
[
pT qT

]T
(5)

where position vector p ∈ R3 is the origin of the frame and q
is its orientation in unit quaternion representation. This paper
uses the quaternion vector space notation q =

[
qw qT

]T
, where

qw is the real scalar component and q ∈ R3 is the vector com-
ponent. Forward and inverse coordinate transformations applied
to μ2 by μ1 are

h(μ1 , μ2) =

{
q1p2q

−1
1 + p1

q1q2

}

(6)

and

h̄(μ1 , μ2) =

{
q−1
1 (p2 − p1) q1

q−1
1 q2

}

(7)

respectively, where p = [0 pT ]T . For the currently considered
yz planar case, the relevant equations for the coordinate trans-
formations are

μ̄ =
[
py pz θx

]T
(8)

hyz (μ̄, μ) =

⎧
⎪⎪⎨

⎪⎪⎩

(Rθx)p +

⎧
⎨

⎩

0
py

pz

⎫
⎬

⎭

q̄(θx)q

⎫
⎪⎪⎬

⎪⎪⎭
(9)

∂

∂μ̄
hyz (μ̄, μ) =

[
I23 −R(θx)[p]×êx

03×2 R(q−1)êx

]

(10)

where [·]× denotes a skew-symmetric matrix generated from a
vector in 3-space, I23 is column 2 and 3 of I3 , R(θx) is a rotation
matrix by angle θx about the x-axis, êx is a basis unit vector in
the x-direction, and

q̄(θx) = exp

(
1
2

[
0 θx 0 0

]T
)

. (11)

To develop the sensor shell model, coordinate frames were
assigned to each LED with the origin at the focal point of
the light emitter and the z-axis aligned with the optical axis.
The constant pose of the LED relative to the shell is μs

d . The

Fig. 5. Model processing from shell pose to voltage output of LTVs.
Constants are shown in boxes and operations are shown in circles with
referenced equations.

LED pose relative to the base frame is the result of a coordinate
transform

μd = h(μs, μ
s
d) (12)

where μs is the pose of the shell relative to the fixed base.
Similarly, LTV sensor coordinate frames have the origin at

the focal point of the light receiver with the z-axis aligned with
the sensor optical axis. The constant pose of the LTV sensor
relative to the base is μv . The relative LTV sensor and LED pair
positions are determined from inverse coordinate transforms

μv
d = h̄(μv , μd)

μd
v = h̄(μd, μv ). (13)

LTV sensor model parameters η were determined from relative
positions pv

d and pd
v as follows:

η = gη (pv
d ,pd

v )

=

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

r

cos−1
(

pv
d ·ẑ
r

)

cos−1
(

pd
v ·ẑ
r

)

⎫
⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎭

(14)

where r = ‖pv
d‖ = ‖pd

v‖ and ẑ = [0 0 1]T . The LTV sensor
voltage output v can now be determined from shell pose μs by
applying (12) through (14) and finally (4). The shell model is
summarized in Fig. 5 and

v = f(μs, μs
d , μv , c). (15)

D. Pose Estimation

The purpose of the shell sensor pose estimation is to find
μs from measured LTV sensor voltages v = [v1 v2 , . . . , vn ]T ,
where n is the number of LTV sensors. An iterative local opti-
mization approach is applied for solving this nonlinear inverse
problem with redundant LTV sensor data given an initial guess
(μs)0 . The Levenberg–Marquardt (LM) optimization routine
was chosen for its robustness, simplicity, and rate of conver-
gence [33]. The optimization problem is to minimize

min S(μs) = ‖W (f(μs,x) − v) ‖2 , μs ∈ R7 (16)

where f = [f1 f2 , . . . , fn ]T is a vector of voltages evaluated
from (15), W is a diagonal matrix of scaling factors wi for
i = 1, . . . , n, and x is vector of independent variables

x =
[
cT

1 · · · cT
n (μv )T

1 · · · (μv )T
n (μs

d)
T
1 · · · (μs

d)
T
o

]T
(17)
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where o is the number of LEDs on the shell. The optional scaling
factors are chosen based on any variable x using the function
wi(x) = 1/(1 + ζ(x)), where

ζ(x) = e

(
x m −x

τ (x M −x m )

)

+ e

(
x −x M

τ (x M −x m )

)

(18)

is an exponential cost function, xm and xM are the minimum
and maximum limits of a range of x, and τ is a scaling factor that
controls the steepness of the boundary curves. This weighting
scheme is useful for scaling redundant data points that are out
of a specified valid range. The LM routine calculates

(δμs)k = −
(
JT J + λ diag(JT J)

)−1
JT (fk − v) (19)

at each iteration step k, where J is the Jacobian, fk =
f(x, (μs)k ), and λ is a nonnegative damping factor. The al-
gorithm converges successfully when (δμs)k < ε ∨ ‖(fk −
fk−1‖2 < ε for tolerance ε at iteration k.

The optimization function Jacobian contains partial deriva-
tives of fi for all LTV sensors with respect to optimization
parameter μs , as in

∂fi

∂μs
=

∂v

∂η
· ∂η

∂μd
· ∂μd

∂μs
. (20)

The LTV sensor voltage function (4) partial derivative with
respect to η is

∂v

∂η
=

⎡

⎢
⎢
⎣

c1 cos(c4θ)(c2 + 2r)(c5 cos(c6ψ) + 1)/γ2

−c1c4 sin(c4θ)(c5 cos(c6ψ) + 1)/γ

−c1c5c6 cos(c4θ) sin(c6ψ)/γ

⎤

⎥
⎥
⎦

T

(21)

where γ = (r2 + c2r + c3). The partial derivative of η geomet-
ric parameters (14) with respect to μd is

∂η

∂μd
=

∂η

∂pv
d

· ∂pv
d

∂μd
+

∂η

∂pv
d

· ∂pd
v

∂μd

=

⎡

⎢
⎢
⎢
⎣

(pv
d )T

‖pv
d ‖

R(q−1
v ) 01×3

[gz (pv
d)] R(q−1

v ) 01×3

−
[
gz (pd

v )
]
R(q−1

d ) −
[
gz (pd

v )
]
R(q−1

d )[pvd ]×

⎤

⎥
⎥
⎥
⎦

(22)

where pvd = pv − pd and

[gz (p)] =
∂

∂p
cos−1

(
pz

‖p‖

)

=

[
pxpz py pz

(
p2

x + p2
y

) ]

‖p‖2
(
p2

x + p2
y

)1/2 . (23)

Finally, the coordinate transform partial derivative of the LED
frame μd with respect to μs is

∂μd

∂μs
=

∂

∂μs
h(μs, μ

s
d) =

[
I3 −R(qs)[ps

d ]
×

03 R((qs
d)

−1)

]

. (24)

For the yz planar case

μs = h(μ̄s , μs0) (25)

where μs0 is an initial constant coordinate transform to align
the shell frame with the fixed inertial frame so that μ̄s is the
planar transform of the shell about the fixed frame. The partial
derivative in this case becomes

∂μd

∂μ̄s
=

∂h(μs
d, μs)

∂μs
· ∂h(μ̄s , μs0)

∂μ̄s
. (26)

IV. SHELL CALIBRATION

A. Initial Calibration

To confirm the validity of the proposed model for the LTV
sensors, an initial calibration was performed to quantify the
response of the LTV sensor and determine an estimate of the
model parameters. Experiments were performed using a ball
screw actuator to allow linear motion and a motor to pro-
vide angular rotations. In (1)–(3), the effects of each property
were independent and so the effect of each was quantified in
three separate experiments: 1) the LTV sensor moving linearly
with respect to the LED to quantify the effect of r, 2) the LED
rotating relative to a fixed LTV sensor to quantify the effect of
θ, and 3) the LTV sensor rotating relative to a fixed LED to
quantify the effect of ψ. The linear and angular positions were
measured using a potentiometer attached to the ball screw and
an encoder attached to the motor, respectively. Position and LTV
sensor output was collected at a sampling rate of 1 kHz.

The results of the experiments were fit using the curve fitting
tool box in MATLAB. Sample fits can be seen in Fig. 6. The
resulting curves indicate the assumed forms fit well for angles
and distances examined; however, the response does deviate
from the assumed forms with shorter radii and larger angles of
incidence.

B. Batch Calibration

The batch calibration procedure involves refining the param-
eters determined in the initial calibration in Section IV-A for a
completely assembled shell sensor. Independent pose measure-
ments of μs and LTV sensor voltage data v were collected for
m arbitrary poses of the shell frame. Given an initial guess of x0 ,
an iterative optimization routine similar to the pose estimation
algorithm was performed with the objective function

min S(x) = ‖F(x,Us) − V + ζ(θ)‖2 , x ∈ R13n+7o (27)

where V = [vT
1 vT

2 · · ·vT
m ]T is a (nm × 1) vector of LTV

sensor voltages measured for m independent poses of μs ,
Us = [μT

1 μT
2 · · ·μT

m ]T is (7m × 1) vector of independent pose
measurements, and F = [fT

1 fT
2 · · · fT

m ]T is a (mn × 1) vector
of LTV sensor voltages determined from (15) at all m shell
frame poses. The cost function ζ(θ) from (18) constrains the
LTV z-axes to point toward the LEDs.
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Fig. 6. Sample fits of LTV sensor output with variations in geometric
parameters. (a) Measured and fit LTV sensor response to variations in r.
(b) Measured and fit LTV sensor response to variations in θ. (c) Measured
and fit LTV sensor response to variations in ψ.

The calibration Jacobian Jx is computed by finding the sub-
matrices

∂fi

∂ci
=

∂v

∂c
(28)

∂fi

∂(μv )i
=

∂(v + ζ(θ))
∂η

· ∂η

∂μv
(29)

∂fi

∂(μs
d)j

=
∂(v + ζ(θ))

∂η
· ∂η

∂μd
· ∂μd

∂μs
d

(30)

for all LTVs i = 1, . . . , n and LEDs j = 1, . . . , o at every mea-
sured shell pose (μs)p where p = 1, . . . , m so that Jx is a
(nm) × (12n + o) matrix.

and its partial derivative with respect to c is

∂v

∂c
=

1
γ

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

cos(c4θ)β

−c1r cos(c4θ)β/γ

−c1 cos(c4θ)β/γ

−c1θ sin(c4θ)β

c1 cos(c6ψ) cos(c4θ)

c1c5ψ cos(c4θ) sin(c6ψ)

1

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

T

(31)

where β = c5 cos(c6ψ) + 1. The partial derivative of η with
respect to μv is

∂η

∂μv
=

∂η

∂pv
d

· ∂pv
d

∂μv
+

∂η

∂pd
v

· ∂pd
v

∂μv

=

⎡

⎢
⎢
⎢
⎣

− (pv
d )T

‖pv
d ‖

R(q−1
v ) − (pv

d )T

‖pv
d ‖

R(q−1
v )[pdv ]×

− [gz (pv
d)] R(q−1

v ) − [gz (pv
d)] R(q−1

v )[pdv ]×
[
gz (pd

v )
]
R(q−1

d ) 01×3

⎤

⎥
⎥
⎥
⎦

(32)

where pdv = pd − pv . The coordinate transform partial deriva-
tive of the LED frame μd with respect to μs

d is

∂μd

∂μs
d

=
∂

∂μs
d

h(μs, μ
s
d) =

[
R(qs) 03

03 I3

]

. (33)

The batch calibration was performed using a 37-s calibration
trajectory. The τ factor for the cost function for calibration ζ(θ)
was set to τ = 1/40 and limits set to ±45 ◦. Based on the
initial guess, data were ignored greater than θ = 40 ◦, below
r = 20 mm and voltages greater than 0.8 V for the calibration.
The LM routine was performed using the lsqonlin function in
MATLAB.

V. EXPERIMENTAL VALIDATION

A. Apparatus

The data acquisition system employs a real-time QNX com-
puter with a QPID DAQ from Quanser to gather voltage data
from the LTV sensors and an NDI Optotrak Certus 3-D motion
capture system to acquire marker data for coordinate transfor-
mation measurements. To coordinate the measured shell poses
with the LTV sensor voltages, the Optotrak system was exter-
nally triggered by the QNX computer. Voltage data was acquired
at 2 kHz and rigid body transformations were acquired at a
frequency of 80 Hz.

B. Methods

Shell pose and LTV voltages were collected for five 37-s trials
with trajectories applied to the shell. The trajectories chosen for
the trials include rest, shear, compression, rotation, and general
motion (calibration trajectory). The pose estimation used the
previous time-step estimate as the initial value for the LM opti-
mization routine. The weighting function wi = w(θi)w(ri) was
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Fig. 7. Normalized LTV1 voltage and compression for first 5 s of com-
pression trajectory.

Fig. 8. Estimated planar py position from shearing trajectory.

Fig. 9. Estimated planar pz position from compression trajectory.

set to the bounds −45◦ < θ < 45◦ and 15 mm < r < 60 mm
with τ = 1/70. Convergence tolerance was set to ε = 1e − 4
and a maximum number of 50 iterations per time step. Pose
estimation was performed offline using the lsqonlin function in
MATLAB and reimplemented in C for realtime operation using
CMinpack lmder routine [34].

C. Results

1) LTV Response to Shell Motion: Fig. 7 shows normal-
ized LTV voltage and compression values over time for the
compression trial. LTV sensor voltages respond immediately
with shell motion, as would be expected from the sensor re-
sponse time [32]. During the rest trajectory, LTV sensor outputs

Fig. 10. Estimated planar θx position from rotation trajectory.

TABLE I
MEAN AND STANDARD DEVIATION OF ERRORS FOR GIVEN RANGES OF

MAXIMUM DEFORMATION OF THE SHELL

ey (mm) ez (mm) eθ (degrees)

D < 5 mm x̄ 0.9285 0.7905 0.1883
s 2.8254 2.0494 0.2357

5 mm < D < 10 mm x̄ 0.7991 1.9181 0.4850
s 1.2745 2.4114 0.5825

10 mm < D < 15 mm x̄ 0.7514 1.6571 0.3413
s 0.7838 1.5281 0.4712

D > 15 mm x̄ 0.5003 2.8460 1.0987
s 0.5185 1.3311 0.4455

did not vary significantly without shell motion and had an RMS
deviation of 0.7 mV from the rest position.

2) Sensor Accuracy: Figs. 8–10 show a sample of the py ,
pz , and θx planar pose results for the shearing, compression, and
rotation trajectories, respectively. The mean and standard devi-
ations of error for given ranges of maximum sensor deflection
D are given in Table I.

3) Real-Time Performance: Fig. 11 shows a sample of the
py , pz , and θx planar pose results for the estimated calibration
trajectory calculated at 2 kHz. At certain parts of the trajectory,
the maximum number of iterations was reached; however, the
trajectory did not diverge when run on data sampled at 2 kHz
and the average number of iterations at each time step is 7.02.

VI. DISCUSSION

Based on the rapid response of the LTV sensor output to shell
motion and the low noise in the signal, change in LTV sensor
voltage can be used as a reliable and rapid measure to detect
motion from rest. Using LTV sensor output, five sensors would
need to be sampled per link at every time step and the process
to detect changes to pose would only require a comparison
to previous values. Only after motion is detected would pose
estimation need to occur, and only on the link where motion
was sensed.

While the pose estimation displayed errors of the order of
2 mm, the algorithm did characterize the general motion of the
shell, as seen in Figs. 8–10. Errors in the pose estimation can
be attributed to errors in the LTV sensor model, and out of
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Fig. 11. Estimated calibration trajectory at 2 kHz. (a) Estimated planar
py position from calibration trajectory at 2 kHz. (b) Estimated planar
pz position from calibration trajectory at 2 kHz. (c) Estimated planar θx

position from calibration trajectory at 2 kHz.

plane motion unaccounted for in the shell model. Out of plane
motion is a possibly significant source of error with motion up
to 2.515 mm and 7.34◦. The limitation of out of plane motion
without significant increase in the shell weight is a further area
of development. In addition, the pose estimation was shown
suitable for real-time implementation by following the trajectory
at 2 kHz with a maximum ten iterations per time step and average
optimization computation time of approximately 0.125 ms on a
2.5 GHz Core i5 processor.

In the context of robot safety, the minimal response time, real-
time capability, and the customizable mechanical compliance
allows the CLS to be an attractive alternative to other currently
developed sensors. During an unexpected collision, the CLS

would be able to rapidly inform the controller of the impact
while minimizing impact forces above the control bandwidth of
the robot using the chosen mechanical compliance. As the CLS
only requires a small number of analog inputs, the CLS is simple
to integrate onto existing robots. It is also important to note
that during robot–human collisions, many reaction strategies
such as braking and yielding to contact do not require exact
information about the collision; rather, only a general measure of
intensity and direction are required. The current pose estimation
is capable of providing the required details to implement these
simple reaction strategies.

As input into a collision reaction strategy, the CLS offers the
unique opportunity of estimating the location of the obstacle
the. An estimate of the trajectory deviation required to avoid
contact can then be formulated using the robot kinematics. In
this way, the robot can avoid collision and reduce contact force
while not reversing more than necessary. The decreased motion
of this method will produce less risk of further collisions with
other humans in the surroundings. The possibility of performing
a trajectory deviation mediated zero force control with position-
controlled robots using the known compliance of the sensor and
the measured deformation is currently being pursued.

VII. CONCLUSION

This paper presented and prototyped the novel CLS for col-
lision detection and reaction during pHRI. The CLS prototype
employed five LED/LTV sensor pairs to detect shell motion and
estimate external shell pose in the plane using an optimization
scheme to resolve the sensor redundancies. Changes in LTV
voltages were proposed as a reliable and rapid measure to detect
changes in shell pose, and pose estimation was shown capable
of following the general motion of the shell while having the
potential to run in real time. The application of the CLS to safety
in robot–human collisions offers potentially rapid response time
with customizable compliance to mitigate injury.
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